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ABSTRACT

This paper provides a nonparametric discriminaniabée-elimination algorithm to discriminate two Hivariate
populations and an associated optimal decision ffole membership-prediction. This is an alternatit@ the
‘forward-stepwise' approach recently proposed lier same classification problem by Padmanaban aticaivvi(2016).
As in the referred work, the present work relaxes ‘equal variance-covariance matrices' conditiaditionally imposed
and develops a discrimination-classification prasecby excluding variables that do not contribatéhie ‘discrimination’,
one-by-one in a backward-stepwise manner. The sxeiuof variables in the discriminant is determiredthe basis of
least 'discriminating ability' as reflected in fdience' between the distributions of the discraninin the two populations.
A decision-rule for classification or membershiggiction with a view to maximize correct predictgrbalancing
between ‘sensitivity’ and ‘specificity’, is provide The proposed alogorithm is applied to developgtmal discriminant
for predicting preterm labour among expecting mistlie the city of Chennai, India and its performaig compared with

logistic regression and also with the forward-stisgvdiscriminant algorithm of the same authors.
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